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Introduction: Robustly tested instruments for quantifying clinical performance during
pediatric resuscitation are lacking. Examining Pediatric Resuscitation Education
through Simulation and Scripting Collaborative was established to conduct multicenter
trials of simulation education in pediatric resuscitation, evaluating performance with
multiple instruments, one of which is the Clinical Performance Tool (CPT). We hypoth-
esize that the CPT will measure clinical performance during simulated pediatric
resuscitation in a reliable and valid manner.
Methods: Using a pediatric resuscitation scenario as a basis, a scoring system was
designed based on Pediatric Advanced Life Support algorithms comprising 21 tasks.
Each task was scored as follows: task not performed (0 points); task performed
partially, incorrectly, or late (1 point); and task performed completely, correctly, and
within the recommended time frame (2 points). Study teams at 14 children’s hospitals
went through the scenario twice (PRE and POST) with an interposed 20-minute
debriefing. Both scenarios for each of eight study teams were scored by multiple raters.
A generalizability study, based on the PRE scores, was conducted to investigate the
sources of measurement error in the CPT total scores. Inter-rater reliability was
estimated based on the variance components. Validity was assessed by repeated
measures analysis of variance comparing PRE and POST scores.
Results: Sixteen resuscitation scenarios were reviewed and scored by seven
raters. Inter-rater reliability for the overall CPT score was 0.63. POST scores were
found to be significantly improved compared with PRE scores when controlled for
within-subject covariance (F1,15 ! 4.64, P " 0.05). The variance component
ascribable to rater was 2.4%.
Conclusions: Reliable and valid measures of performance in simulated pediatric
resuscitation can be obtained from the CPT. Future studies should examine the
applicability of trichotomous scoring instruments to other clinical scenarios, as well as
performance during actual resuscitations.
(Sim Healthcare 6:71–77, 2011)

Key Words: Pediatric, Resuscitation, Pediatric advanced life support.

Resuscitating critically ill and injured children remains
among the most challenging clinical areas in which residents
and fellows need to be trained. The rarity of pediatric resus-
citation events, combined with progressive limitations in al-
lowable work hours, makes it difficult for physicians to ac-
quire adequate resuscitation management experience during

their training.1–3 In addition, the challenges of capturing and
tracking data from resuscitations make it difficult to design
appropriately powered trials that are capable of evaluating
the efficacy of training interventions on resuscitation team
performance and overall patient outcomes. Addressing exist-
ing deficiencies in the performance of fully credentialed re-
suscitation teams will ultimately depend on developing ro-
bust tools to evaluate individual and collective team
performance during resuscitation events.4

Simulation training has gained widespread acceptance as a
technique for training pediatric and adult health care teams
to conduct resuscitations in accordance with established
guidelines. A growing body of evidence has evaluated the
effectiveness of simulation training compared with tradi-
tional training for resuscitation, with mixed results.5–7 In
2007, the Examining Pediatric Resuscitation Education
through Simulation and Scripting (EXPRESS) Research Col-
laborative was established among several pediatric centers in
the United States and Canada to facilitate a prospective, mul-
ticenter, randomized trial examining the impact of manne-
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quin fidelity and debriefing technique on performance out-
comes during a simulated pediatric cardiac arrest scenario. A
major goal of the EXPRESS investigators was to develop and
validate a set of instruments to measure provider perfor-
mance in the clinical/psychomotor, behavioral, and cognitive
domains during simulated pediatric resuscitation.

The Clinical Performance Tool (CPT) was one of the in-
struments developed by the EXPRESS Collaborative. We de-
signed the CPT to quantitatively measure team clinical and
psychomotor performance during a simulated resuscitation
scenario. We sought to evaluate the reliability and validity of
the CPT scores for use in the EXPRESS trial.

METHODS
The EXPRESS Research Collaborative and Trial

The EXPRESS Collaborative was first established in Feb-
ruary 2007, at a meeting where 25 pediatric simulation and
Pediatric Advanced Life Support (PALS) experts gathered to
discuss strategies to effectively incorporate simulation-based
education into future PALS courses. This meeting was held at
the Children’s Hospital of Philadelphia and served as a
springboard for discussion of simulation-based research
ideas. It also served to confirm the pressing need for collab-
orative, multicenter research in the field of simulation. The
meeting culminated with a commitment to undertake the
EXPRESS trial, a large prospective, multicenter, randomized
trial to evaluate the impact of simulation fidelity and debrief-
ing technique of novice instructors on performance of health
care teams during simulated pediatric resuscitations.

For the EXPRESS trial, teams of health care professionals
were recruited from 14 participating tertiary care pediatric
hospitals by written or e-mail invitation by study personnel
from their respective institutions. Institutional review board
approval was obtained locally at each participating institu-
tion. Study teams consisted of one code team leader (a resi-
dent or nurse practitioner in pediatrics, emergency medicine,
or anesthesia/critical care) and three to four other team
members, made up of residents, nurses, or respiratory thera-
pists. All participants gave written informed consent before
completing the study. Teams were randomized into one of
four study arms: (1) low-fidelity simulation and nonscripted
debriefing; (2) low-fidelity simulation and scripted debrief-
ing; (3) high-fidelity simulation and nonscripted debriefing;
and (4) high-fidelity simulation and scripted debriefing.
Scripted debriefings were conducted using an expert-
designed script to guide the debriefer through a step-by-step
review of critical medical and team performance behaviors.
Trained raters measured team performance during each sim-
ulated clinical scenario by video review, using multiple in-
struments that were developed to assess specific competency
domains (clinical, behavioral, and cognitive knowledge).
CPT described in this article was one such instrument. The
present analysis of the CPT involved assessing the instrument
independent of study arm randomization, and the multirater
assessment of the present analysis does not distinguish the
underlying experimental conditions.

The scenario for the EXPRESS trial involved the resusci-
tation of a simulated infant with hypotension and shock,

deteriorating into ventricular fibrillation. The scenario was
divided into three distinct stages (Fig. 1): hypotension and
shock (2 minutes in duration), ventricular fibrillation arrest
(8 minutes maximum duration), and return of spontaneous
circulation (2 minutes in duration). The scenario was al-
lowed to progress through all three stages irrespective of how
the teams performed. However, the duration of stage 2 could
potentially be shortened if the team attempted to defibrillate
the patient three times within 8 minutes.

Each study team managed the simulated clinical scenario
twice (PRE-debriefing and POST-debriefing). After a 20-
minute debriefing, the scenario was presented with a unique
case stem, so as to suggest an entirely new scenario for par-
ticipants, although the simulated patient in the second sce-
nario demonstrated the exact physiologic states as the patient
in the first scenario. The study diagram is shown in Figure 2.

Development of the Trichotomous CPT Scoring Instrument
The scoring methodology for the CPT was adapted directly

from scoring instruments used in a previously published trial of
resuscitation education using patient simulation.1 In this trial,
four brief task-based instruments were synthesized according to
PALS algorithms, where tasks were assigned one of three possi-
ble scores (ie, 0, 1, or 2 points). Scores on individual tasks re-
flected whether each task was performed in a correct technical
fashion, in proper sequence, and in a timely manner. Analysis of
the scoring instruments from this trial demonstrated an overall
inter-rater reliability (IRR) of 0.81. Residents in postgraduate
year 2 had significantly better scores than those in postgraduate
year 1, providing evidence to support construct validity. A fully
crossed generalizability study demonstrated a minimal impact of
the rater as a source of variance in scores.8 Based on these perfor-
mance characteristics, the EXPRESS investigators chose to synthe-
size the CPT based on similar methodology adapted specifically for
the resuscitation scenario used in the EXPRESS trial.

Figure 1. Resuscitation scenario.

Figure 2. Schematic of study team participation.
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Simulated Scenario and Creation of Items and Definitions
Three investigators who are board-certified in pediatric

emergency medicine or pediatric critical care medicine (A.D.,
K.V., M.B.-F.) used a consensus process to develop opera-
tional definitions for each element of the CPT. For each stage
of the scenario, the investigators identified a series of key
tasks that they expected the resuscitation team to perform
within the corresponding time period. Tasks selected for in-
clusion in the scoring instrument were those emphasized in
the management guidelines most recently published by the
American Heart Association, which could also be reliably
captured and rated through video review of a fully contextu-
alized simulated resuscitation. Performance rating options
for each task were collapsed into three categories: task not
performed (0 points); task performed partially, incorrectly,
or late (1 point); and task performed completely, correctly,
and within the recommended time frame (2 points). For
example, during stage 1 of the scenario, a team could earn two
points for performing each of the eight key tasks if they
opened the airway and assessed respiratory effort, work of
breathing, and pulses within 30 seconds; if they properly con-
nected the simulated patient to electrocardiogram monitor-
ing and pulse oximetry within 60 seconds; and if they ob-
tained a blood pressure, offered supplemental oxygen by
nonrebreather mask, placed an intravenous or intraosseous
line, and ordered a 20 mL/kg isotonic fluid bolus. The con-
sensus scoring instrument along with anchoring behavioral
descriptions for each rating option is shown in Table 1. The
maximum possible score a resuscitation team could earn
during the simulated scenario was 42 points. An option of
“cannot tell” was available for each item; it was decided a
priori that “cannot tell” responses would be eliminated from
the total score possible (eg, one such response would reduce
the maximum possible score from 42 points to 40 points).

CPT Training, Video Review, and Data Collection
Eight expert video reviewers composed of pediatric emer-

gency medicine and pediatric critical care medicine physi-
cians were trained to use the CPT before using the instrument
to rate performance in the videotaped simulated resuscita-
tion scenarios. Two separate training sessions were con-
ducted. The first was a face-to-face training session con-
ducted 12 months before initiation of the video review
process. During this training session, all prospective video
reviewers were given a 45-minute lecture that contained
some background information, outlined the rationale for the
tool, and provided an overview of the features of the trichot-
omous scoring system. The prospective video reviewers then
watched two videos of healthcare teams resuscitating a sim-
ulated patient using the scenario employed in the trial. One of
the videos depicted poor clinical performance and the other
depicted excellent clinical performance. Reviewers were
asked to rate the performance using the CPT after each video,
and a subsequent group discussion allowed each reviewer to
calibrate his or her ratings against those of other raters, with
additional individualized feedback to clarify uncertainty or
inconsistency in application of scoring definitions where ap-
propriate. The second CPT training session was conducted
11 months later or 1 month before the raters were expected to

begin scoring performance on the EXPRESS trial videos. This
session was conducted over a conference call and included a
brief review of the CPT instrument, followed by review and
rating of health care team performance as depicted in three
sample videos. As in the first training session, the raters then
received individualized feedback on their scoring choices rel-
ative to the “gold standard” scoring for each sample video.

After completing both CPT training sessions, the video
reviewers were given access to the web-based, password-
protected EXPRESS research portal where the study videos
would be posted. Each of the eight trained video reviewers
used the CPT to rate eight pairs of videos, representing the
PRE-debriefing and POST-debriefing performance of eight
unique health care teams. These video recordings were ran-
domly selected from 8 of the 14 study sites (one per site);
reviewers were blinded to study site and study phase. The
videos used to validate the CPT were subsequently removed
from analysis for the main EXPRESS study. In total, 16 com-
mon videos were distributed for scoring by the eight video
reviewers. CPT ratings were entered online and collected by
the research portal for subsequent data analysis.

Statistical Analysis
Mean overall scores on the CPT were calculated for each

PRE- and POST-debriefing video. A person (team) by rater
generalizability study was conducted to partition the sources
of variability in the CPT total scores. As team ability was
expected to become more homogeneous after debriefing, this
analysis was based only on the PRE scores. The estimated
variance components were used to calculate an overall mea-
sure of IRR. This represents the average correlation in scores
between any two randomly selected raters.

A repeated measures analysis of variance with study phase
(ie, PRE- or POST-debriefing) as an independent variable
was performed to gather evidence to support the validity of
the scores.

RESULTS
Seven raters completed review and scoring of 16 videos, one

PRE/POST-debriefing pair of videos for each of the eight study
groups. By unadjusted univariate analysis, mean overall perfor-
mance scores across all study teams were significantly better in
the POST phase compared with the PRE phase (29#3 points vs.
25 # 4 points, Wilcoxon rank-sum P " 0.0001).

Based on the estimated variance components (PRE
scores), and the seven raters who completed all rating tasks,
IRR was calculated to be 0.63. The variance attributable to the
rater was small (2.4% of the total variance), indicating that,
over the eight teams, the raters provided similar mean scores.
By repeated measures analysis of variance, POST-debriefing
scores were found to be significantly improved when con-
trolled for within-subject covariance (F1,15 ! 4.64, P " 0.05).

DISCUSSION
Our study of the CPT showed that the instrument had

moderate IRR of 0.63. In addition, the statistically significant
increase in overall performance scores for study groups un-
dergoing their second assessment suggests evidence of con-
struct validity, although the strength of this inference is tem-
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Table 1. The Clinical Performance Tool (CPT)
Task 0 Points 1 Point 2 Points

STAGE 1: Shock (tachycardia, hypotension, tachypnea) – 2 minutes
Open Airway/assess

airway patency
● Not done ● $30 secs ● Opens airway

● Recognizes child is vocalizing
● "30 secs

Assess breathing ● Not done ● $30 sec
● Done by auscultation only (no recognition

of diminished chest wall movement)

● "30 sec, auscultation, tachypnea and WOB
assessed

Oxygen ● Not done ● Nasal cannula or blow-by O2 (not 100%) ● 100% O2 applied
Monitors ● Not done ● $60 secs

● Pulse ox OR cardiac monitors applied (not
both)

● "60 sec and proper placement
● Pulse ox and cardiac monitors applied

Pulse Check ● Not done ● $30 secs ● "30 sec
Blood pressure ● Not done ● $120 seconds (ie. Done in stage 2) ● "120 seconds
IV/IO ● Not done ● One PIV / IO done in $120 seconds (ie.

Done in stage 2)
● One PIV / IO done in "120 seconds

Fluid bolus ● Not done ● Wrong fluid ordered
● Wrong amount ordered

● 20 cc/kg isotonic fluid ordered

STAGE 2: VF arrest or Pulseless Vtach arrest – 8 minutes
Pulse check ● Not done ● $30 seconds after VF occurs (scenario time

clock $2:30)
● Peripheral pulse checked

● "30 sec after VF occurs AND central pulse
checked (scenario time "2:30)

Rhythm
Identification

● Not done ● Does not verbalize rhythm but demonsrates
awareness of rhythm

● Verbalizes incorrect rhythm

● Verbalizes correct rhythm

Effective ventilation ● Not done ● $30 seconds after apnea occurs (scenario
time $2:30)

● Improper ventilation rate

● "30 secs after apnea occurs (scenario time
"2:30)

● Proper ventilation rate and ratio (if not
intubated)

CPR ● Not done ● $30 sec after pulselessness recognized
(scenario time $2:30)

● Poor CPR technique (wrong hand position,
improper rate, disruptions in CPR, does not
check pulse with CPR)

● "30 sec after pulselessness recognized
(scenario time "2:30) AND good CPR
technique AND checks pulse with CPR

Defibrillation (first) ● Not done
● Attempted but electricity

not delivered to patient
(e.g. pads not on, etc.)

● Wrong dose
● Wrong mode
● $90 sec after rhythm change (scenario time

$3:30)

● "90 sec after rhythm change (scenario time
"3:30) AND correct dose AND correct
mode

CPR continued ● Not done ● Delayed for $30 seconds
● Poor CPR technique (wrong hand position,

improper rate, disruptions in CPR, does not
check pulse with CPR)

● Initiated immediately following first shock
with no delay and no pulse check, AND
good CPR technique AND checks pulse
with CPR

Defibrillation
(second)

● Not done
● Attempted but electricity

not delivered to patient
(e.g. pads not on, etc.)

● Wrong dose
● Wrong mode
● $120 sec (or $5 cycles of CPR) after last

shock (scenario time $5:30)

● Done 120 sec or 5 cycles of CPR after last
shock (ie. scenario time "5:30) AND
correct dose AND correct mode

Rhythm
Identification

● Not done ● Does not verbalize rhythm but demonsrates
awareness of rhythm

● Verbalizes incorrect rhythm

● Verbalizes correct rhythm

Pulse Check ● Not done ● Done $30 secs after second shock
● Done in incorrect sequence
● Peripheral Pulse checked

● Done immediately after second shock
● Central pulse checked

CPR continued ● Not done ● Delayed for $30 secs
● Poor CPR technique (wrong hand position,

improper rate, disruptions in CPR, does not
check pulse with CPR)

● Initiated immediately after pulse check and
rhythm identification ("30 secs) AND good
CPR technique AND checks pulse with CPR

Epinephrine ● Not given ● Incorrect dose
● Suboptimal route (ETT)
● Given prior to second defibrillation

● IV / IO epi dose given
● Correct dose given
● Given following second defibrillation

Defibrillation
(third)

● Not done
● Attempted but electricity

not delivered to patient
(e.g. pads not on, etc.)

● Wrong dose
● Wrong mode
● $120 sec or $5 cycles of CPR after last

shock (ie. scenario time $7:30)

● Done 120 sec or 5 cycles of CPR after last
shock (ie. scenario time "7:30) AND
correct dose AND correct mode

STAGE 3: ROSC – 2 minutes
Pulse check ● Not done ● Done $60 seconds after state change (ie.

Scenario time $11:00)
● Done within 60 sec of state change (ie.

Scenario time "11:00)

74 Design, Implementation, and Psychometric Analysis Simulation in Healthcare



pered by the lack of a control group or preexisting “gold
standard” to which it can be compared.

Donoghue et al8 recently published the results of an anal-
ysis of the reliability and validity of a set of scoring instru-
ments used in PALS scenarios, where a notably higher overall
IRR of 0.81 was noted. Several differences between that trial
and the EXPRESS trial bear mentioning as important poten-
tial factors accounting for such a difference. The original trial
involved a series of four brief scenarios, scored with four to
seven tasks each, performed by individual subjects at one
center; four raters scored the video recordings as part of data
collection. By contrast, the EXPRESS trial design involved a
single scenario of 21 tasks undertaken by teams of subjects at
multiple institutions scored by eight raters.

Instruments intending to provide a quantitative assess-
ment of human performance have been developed for a va-
riety of acute care skills, including pediatric airway manage-
ment,9 neonatal resuscitation,10 pediatric resuscitation,11 and
pediatric trauma care.12 Although these reports are among
the most important early contributions to the pediatric sim-
ulation literature, they also illustrate some important obsta-
cles to generating experimental results that would be appli-
cable in a variety of settings and circumstances. For example,
each of these groups of investigators developed a unique set
of outcome measures, all in the form of checklists of dichot-
omous items that were specifically suited to their own unique
study conditions. Psychometric data were also largely absent
from these studies, making it difficult to draw strong infer-
ences about the reliability and validity of the reported out-
comes. Hunt et al4 summarized this issue in a recent report
on pediatric house staff performance during simulated car-
diac arrest scenarios, aptly stating that “a rigorously validated
tool to measure errors during resuscitation is not available.”

Given that arrest states arise uncommonly in pediatric
patients,13–15 and that survival rates from out of hospital and
in-hospital arrests remain poor,16,17 measuring clinical per-
formance during pediatric resuscitations by survival out-
comes alone becomes extremely difficult. Therefore, it is im-
portant to develop ways of assessing resuscitation team
performance that are not dependent on patient survival sta-
tistics. Wayne et al18 published the results of a study demon-
strating that internal medicine residents who underwent
simulation training exhibited better care delivery during in-
hospital adult cardiac arrests, as measured by degree of ad-
herence to Advanced Cardiac Life Support protocols and
time to defibrillation. Importantly, this study did not dem-
onstrate a difference in patient survival but did show a
measurable difference in care delivery, as indicated by in-
creased adherence to published treatment algorithms among
simulation-trained residents, as compared with traditionally
trained residents. We believe that our CPT would provide a
feasible methodologic framework for measuring the impact
of simulation training on pediatric team performance in the
clinical setting.

The EXPRESS Research Collaborative consists of an
international group of investigators who are recognized
experts in pediatric resuscitation and simulation. Among

the benefits of this multicenter collaboration is the ability
to design and test robust performance rating instruments.
The CPT was developed to facilitate improvements in pe-
diatric resuscitation training. We believe that we have de-
veloped a reliable and valid instrument to evaluate health
care provider team performance. Deriving the scoring
metrics based on observable tasks with clear operational
definitions was important for optimizing IRR. Vigorous
expert rater training was another critical component for
successful use of the CPT. Development of the task list
from the widely accepted and rigorously developed resus-
citation guidelines was essential to achieve robust face va-
lidity and content validity. Finally, the construct validity of
our CPT instrument was supported by the salutary effect
of debriefing on team performance.

Limitations
We acknowledge several important limitations of our

study. The IRR achieved in our study (0.63) is moderate
and notably different than that of the instrument(s) used
in the original trial from which the CPT was derived. As
discussed above, several potential reasons for this discrep-
ancy exist; among them are differing study conditions, a
greater number of raters, differences in the set of tasks in
the instruments, and sampling error. Importantly, the
generalizability study suggests that the variance compo-
nent attributable to raters was minimal (2.4%), suggesting
that the addition of raters would not be beneficial in terms
of increasing reliability further.

The CPT was scored by multiple raters through video
capture of simulated bedside resuscitations. Although all sce-
narios were recorded by a minimum of two video capture
devices, it remains possible that scoring of tasks was inaccu-
rate or impossible as a result of the limitations of static video
and audio recording. Although the investigators attempted to
standardize the simulated clinical environment at each par-
ticipating study center, small differences between centers in
video camera angles and the overall quality of audio/video
recording were noted. Each item on the CPT had an option of
“cannot tell” in an effort to track the frequency with which
the video was not able to capture whether a particular skill
was performed. Ultimately, the “cannot tell” response was
chosen in only 3/2520 (0.1%) item responses, suggesting that,
despite these potential pitfalls, the tasks selected for inclusion
in the CPT were relatively easy to capture on video. Some, but
not all, of the individual tasks on the CPT could be docu-
mented from the events logs of the simulator software and the
sensing capability of the simulators themselves (eg, pulse
check, chest compressions, and positive pressure ventila-
tion). Nonetheless, the investigators decided to use only
video review for scoring, despite these inherent simulator
capabilities. It is not clear whether our approach (using video
alone for scoring purposes), or a combination of both ap-
proaches (video review supplemented by simulator event log
review), would be optimal for accurate assessment of task
completion during simulated high-stakes, rapidly evolving
clinical situations. In addition, it should be noted that this
instrument is not well suited to application in real time, mak-
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ing its use in extemporaneous debriefing on clinical perfor-
mance difficult.

All the subjects in this trial were pediatric house staff
and nurses who were novices at resuscitation. It is not clear
whether the CPT would perform equally well if used to rate
the performance of more expert teams, who may perform
critical tasks simultaneously or surreptitiously, making
each task more difficult to reliably capture on video. Al-
though the performance scores recorded during the
EXPRESS trial were not high enough to suggest a “ceiling
effect” for the CPT, additional study will be needed to
determine whether the CPT would be a valid way to assess
performance of the most expert providers. Further study
will also be necessary to determine whether this type of
instrument may be suitable for defining minimum com-
petency standards for trainees.

The tasks scored by the CPT are each given equivalent
weight toward the overall performance score for the scenario.
Although the tasks were chosen based on established treat-
ment guidelines, no attempt was made to weight specific
tasks based on scientific evidence for the importance of their
completion during the scenario. In addition, the CPT scoring
rubric made no attempt to identify and deduct points for
actions that could be potentially harmful. Ventre et al19 re-
cently published the results of a trial of a set of PALS scoring
instruments for a computer-based PALS simulator, in which
points were deducted for incorrect, delayed, or potentially
harmful actions. Advantages exist for both approaches to
scoring performance; further study will be needed to eluci-
date which types of instruments are easier to construct, ad-
minister, and score, as well as which are capable of measuring
actual clinical performance in the most valid manner. Multi-
ple complementary tools may be needed to provide the most
thorough estimation of competency for high-stakes perfor-
mance evaluations conducted across the spectrum of profes-
sional capability. With larger participant samples, detailed
item analysis could be used to empirically identify which
actions were most important in the determination of overall
team ability.

Finally, while evidence to suggest that valid and reliable
inferences can be made based on the CPT scores, the psycho-
metric investigation of the instrument is far from complete.
The reliability of the scores was estimated based on a single
simulation scenario. As such, only measurement error asso-
ciated with the rater could be investigated. Additional studies
focusing on task sampling variability are warranted.20 As the
CPT was designed around a specific resuscitation scenario,
the generalizability of the scores to other pediatric resuscita-
tion events is not known. Further study of the validity of this
methodology might be more ideally conducted through
treatment versus control design and accounting for within-
group covariance.21

CONCLUSIONS
A significant need exists for instruments that provide a

quantitative assessment of clinical performance during resus-
citation. Our CPT demonstrated acceptable reliability and
construct validity. Effectiveness of simulation-based pediat-

ric resuscitation education will be quantitatively assessed
with this tool, among others, in future collaborative multi-
center trials conducted by the EXPRESS investigators. Future
studies should evaluate the applicability of these scoring met-
rics to performance assessment during actual pediatric resus-
citations.

EXPRESS Pediatric Simulation Research Investigators
EXPRESS Pediatric Simulation Research Investigators:

Elizabeth A. Hunt, MD; Kristen Nelson, MD; Judy Leflore,
PhD; JoDee Anderson, MD; Walter Eppich, MD; Robert Si-
mon, EdD; Jenny Rudolph, PhD; Vinay Nadkarni, MD; Mike
Moyer, BS, MS; Monica Kleinman, MD; Matthew Braga,
MD; Susanne Kost, MD; Glenn Stryjewski, MD; Steve Min,
MD; John Podraza, MD; Joseph Lopreiato, MD; Melinda Fiedor
Hamilton, MD; Jonathan Duff, MD; Jeffrey Hopkins, RN; Kim-
berly Stone, MD, Jennifer Reid, MD, Douglas Leonard, MD;
Laura Corbin, MD; Kristine Boyle, MS; Marino Festa, MBBS;
Stephanie Sudikoff, MD, Takanari Ikeyama, MD, Louis Hal-
amek, MD; Stephen Schexnayder, MD; John Gosbee, MD;
Laura Gosbee, MASc; and Matthew Richard, BSc.
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The Development and Validation of a Concise Instrument for Formative
Assessment of Team Leader Performance During Simulated Pediatric
Resuscitations
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Aim: The aim of this study was to assess the validity of a formative feedback instrument
for leaders of simulated resuscitations.
Methods: This is a prospective validation study with a fully crossed (person ! scenario !
rater) study design. The Concise Assessment of Leader Management (CALM) instrument was
designed by pediatric emergency medicine and graduate medical education experts to be
used off the shelf to evaluate and provide formative feedback to resuscitation leaders. Four ex-
perts reviewed 16 videos of in situ simulated pediatric resuscitations and scored resuscitation
leader performance using the CALM instrument. The videos consisted of 4 pediatric emer-
gency department resuscitation teams each performing in 4 pediatric resuscitation scenarios
(cardiac arrest, respiratory arrest, seizure, and sepsis).We report on content and internal struc-
ture (reliability) validity of the CALM instrument.
Results: Content validity was supported by the instrument development process that
involved professional experience, expert consensus, focused literature review, and pilot
testing. Internal structure validity (reliability) was supported by the generalizability analy-
sis. The main component that contributed to score variability was the person (33%), mean-
ing that individual leaders performed differently. The rater component had almost zero
(0%) contribution to variance, which implies that raters were in agreement and argues for
high interrater reliability.
Conclusions: These results provide initial evidence to support the validity of the CALM
instrument as a reliable assessment instrument that can facilitate formative feedback
to leaders of pediatric simulated resuscitations.
(Sim Healthcare 13:77–82, 2018)

Key Words: Simulation, Resuscitation, Team leader.

Pediatric resuscitations are infrequent but high-stakes events,
providing scarce opportunities for trainees to achieve profi-
ciency in leading these scenarios.1–6 Teamwork is critical to
success in resuscitations, and effective leadership is integral
to both improved team performance and high-quality patient
care.7–13 The current resuscitation guidelines support leader-
ship training as a part of advanced life support training.7

Simulation is increasingly used as a tool to increase trainee
resuscitation experience, skills, and teamwork.14–17 Prompt
feedback is a vital component of simulation-basedmedical educa-
tion, often guided by standardized assessment instruments.16–19

However, standardized assessments of resuscitation leader

performance are lacking. Concise, “off the shelf” instru-
ments that are easy to use in real time can allow supervisors
to assess and give immediate formative feedback to learners
after resuscitation-leading experiences. Many existing instru-
ments do not focus on individual team leader performance
but rather the performance of the entire team.20–25 Other
instruments that have been created evaluate individual perfor-
mance of pediatric resuscitation team leaders in the research
setting but may be cumbersome or require extensive training
to use them, thus limiting their practical use in the clinical
or educational environment.23–29

We developed the Concise Assessment of Leader Manage-
ment (CALM) instrument as a pragmatic instrument to help
educators provide formative feedback to resuscitation
leaders after simulated pediatric resuscitations. The CALM
instrument was designed to require minimal user training
and be used to efficiently collect real-time assessment data to
inform immediate formative feedback to learners. For this
validation study, we aim to demonstrate initial evidence to
support content and internal structure (reliability) validity for
the CALM instrument.

METHODS
Study Design

In this prospective validation study, experts were re-
cruited from the International Network for Simulation-based
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Pediatric Research, Innovation, and Education (INSPIRE)30

to review videos of simulated resuscitations and score the per-
formance of the resuscitation leader using the CALM in-
strument. Videos were selected from the archive of the
Improving Pediatric Acute Care Through Simulation (Im-
PACTS) group with institutional review board approval ob-
tained through Yale University.31

Instrument Development Process
The CALM instrument was developed using existing

assessment instruments in the literature, professional experi-
ence, and expert consensus. The goal was to create a concise
and pragmatic instrument that could be implemented by
educators with minimal training. Three experts (including
authors D.O.K. and C.G.R.) in graduate medical education
and pediatric emergency medicine (PEM) met bimonthly
over 3 months to review existing instruments and articles
that reported validity data supporting their use in the assess-
ment of leader and team performance.20,28,29,32–35 Questions/
elements/themes were abstracted in their original wording. Du-
plicates were then consolidated, phrasing was iteratively

refined for simplicity, and questions were prioritized via a mod-
ified Delphi process resulting in an initial 18-item assessment
instrument. The initial CALM instrument was then pilot tested
by PEM attendings at 1 institution over a 3-month period to as-
sess resuscitation leaders during mock resuscitations in the
emergency department. During the pilot, raters received no spe-
cific training on the use of the CALM instrument, because
the goal was to generate a user-friendly instrument that re-
quired no training; they were simply instructed to use the
tool to assess the resuscitation leader's performance. Feedback
from pilot raters was incorporated, and the final CALM in-
strument was developed.

The final CALM instrument consists of 15 four-point
Likert scale items and 1 dichotomous behavioral item divided
into 4 overall domains based on the 4 major elements of
leadership in an acute resuscitation scenario: (1) leadership
(role/style), (2) communication, (3) teammanagement, and
(4) medical management. Additional questions were added
to aid in formative feedback (but were not included in the
CALM score), including a free text item that asks about spe-
cific gaps in medical knowledge, and a global rating scale
item assessing comparison with peers (Fig. 1).

FIGURE 1. The final CALM instrument that was distributed to raters.

78 Instrument for Team Leader Performance Assessment Simulation in Healthcare
Copyright © 2018 by the Society for Simulation in Healthcare. Unauthorized reproduction of this article is prohibited.



Video Assessment and Data Collection
A total of 16 unique videos were abstracted from the

ImPACTS database to include videos of 4 different resuscitation
team leaders each performing in 4 separate scenarios (Table 1).
These 16 videos were distributed to 4 independent raters.

The videos selected from the ImPACTS database captured
the performance of actual interprofessional teams of health
care providers caring for 4 simulated pediatric resuscitation
scenarios: (1) child cardiac arrest (drowning), (2) infant respi-
ratory arrest (foreign body), (3) infant seizure (hypoglycemia),
and (4) infant sepsis (bacteremia). Scenarios were diverse,
requiring different amounts of teamwork and sophistication.
Teams were composed of clinicians (no trainees), involving
1 or 2 physicians (board certified in PEM or emergency med-
icine), 3 to 5 nurses, and 2 to 3 certified nursing assistants or
emergency medicine technicians. The videos of each team
performing in the 4 scenarios were obtained during a single
2.5-hour simulation session and filmed from a standard angle
using the B-line Live Capture Ultraportable system (B-Line
Medical, Washington, DC).31

We selected 4 independent raters fromwithin the INSPIRE
network who were PEM fellowship directors representing dif-
ferent academic institutions across the country. The order of
the 16 videos was randomized for each rater with access pro-
vided via a password-protected Web-based file-sharing applica-
tion.36,37 Raters were instructed to use the CALM instrument
to rate the resuscitation leader in each of the 16 videos to the
best of their ability without any further specific instructions
on how to use the instrument. Each video was reviewed only
once, without pausing or rewinding during the playback,
viewed in order of randomization. Pauses were permitted be-
tween videos.

Validity Framework
We followed Messick's framework for validity and report

on content and internal structure validity.38–40 Content valid-
ity refers to whether the content of the instrument measures
its intended constructs. This was assessed based on the steps
taken to develop the CALM tool. Internal structure validity
assesses whether the instrument has acceptable reliability. This
was assessed by generalizability analysis, which identifies the
amount variation attributable to the person (leader), rater,
and scenario and combinations of those factors and yields
a generalizability coefficient (g-coefficient). A decision study
(D-study) looks at the stability of the g-coefficient when differ-
ent studydesignparameters arehypothetically changed(i.e.what

the g-coefficient would be if greater or fewer raters or scenarios
were used).41,42

Statistics
We conducted a fully crossed, person ! scenario ! rater

(p ! s ! r) design using generalizability analysis to evaluate
individual factor and factor interactions relating to score
variance in CALM scores.41,42 For each instrument, 4 raters
scored each of the 4 scenarios for each leader. Variance compo-
nents were obtained using IBM SPSS 22 (Armonk, NY)
VARCOMP command (restricted [residual] maximum likeli-
hood [REML] method). Generalizability (G) and decision
(D) coefficients were calculated based on these components.

RESULTS
All 4 raters completed ratings for each video on each of the
leadership elements on the CALM instrument.

Content Validity
The CALM instrument was developed by experts in pedi-

atric graduate medical education and PEM and was based off
of existing resuscitation leader assessment instruments. These
were then subjected to amodified Delphi process with iterative
revisions and then pilot tested by PEM attendings, supporting
content validity. Themes were identified and categorized into
4 major domains of resuscitation leadership: (1) leadership
(role/style), (2) communication, (3) team management, and
(4) medical management.

Internal Structure Validity
Table 2 shows the mean CALM score and SD for each of

the 16 videos. Results of the generalizability analysis are given
in Table 3. The main contributors of score variability were the
person (33%) and interaction of scenario ! rater (16%) and
person ! rater (14%). Importantly, person was the largest
contributor to variance. This indicates that the score variation
largely reflects inter-subject variation in performance, which
may be attributable to the inherent differences in knowl-
edge and skill levels between subjects. The substantial per-
son ! scenario component indicates that there was variation
for a given subject across the scenarios, also indicating that

TABLE 1. The 16 Videos Sent to Raters, Consisting of 4 Leaders Each Performing
in 4 Resuscitation Scenarios

Scenario A
(Child Cardiac

Arrest—Drowning)

Scenario B
(Infant

Respiratory
Arrest—Foreign

Body)

Scenario C
(Infant

Seizure—
Hypoglycemia)

Scenario D
(Infant
Sepsis—

Bacteremia)

Leader A Video 1 Video 2 Video 3 Video 4
Leader B Video 5 Video 6 Video 7 Video 8
Leader C Video 9 Video 10 Video 11 Video 12
Leader D Video 13 Video 14 Video 15 Video 16

TABLE 2. Mean CALM Score (of a Total Possible Score of 74) and SD for Each
of the 16 Videos
Video Mean Score SD

1 45.0 9.6
2 54.5 3.1
3 50.8 5.4
4 56.5 4.4
5 38.3 2.8
6 42.8 3.0
7 40.0 4.2
8 45.3 4.7
9 45.0 9.9
10 42.3 6.4
11 44.5 5.1
12 46.0 9.9
13 41.0 6.4
14 36.8 9.6
15 40.5 3.3
16 44.0 2.4
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leaders may have been more familiar with one scenario than
another.

The rater facet had virtually no contribution to variance
(0%), which implies that the raters were in agreement about
the assessment of the various leaders and argues for high
inter-rater reliability. The g-study for 4 raters and 4 subjects
resulted in an absolute generalizability coefficient of 0.80.
The D-study, which shows the theoretical effect of changing
the number of raters or scenarios on the generalizability coef-
ficient, is shown in Figure 2.

Of note, the error variance contributed 31% to the overall
variance in scores. This represents possible triple order interac-
tions (i.e. the interaction of person, scenario, and rater together)
as well as other unidentified factors, possibly due to incomplete
capture of scenarios by video or differences in camera angles,
and bears further investigation.

DISCUSSION
In this prospective validation study, we present initial evidence
on content and internal structure validity to support the use of
the CALM instrument as a reliable tool to provide formative
feedback to leaders of simulated pediatric resuscitations.
The instrument was rigorously developed based off of existing
tools, professional experience, and expert consensus and sub-
jected to modified Delphi process and pilot testing. The gener-
alizability study yielded a generalizability coefficient of 0.80,
which is above the acceptable range of 0.70 to 0.79 for forma-
tive assessments and is consistent with the performance assess-
ment literature.43–45

The CALM instrument is a concise, easy-to-use instrument
that requires minimal rater training to assess team leaders of
simulated pediatric resuscitations for the provision of formative
feedback. Several other tools to address resuscitation leaders
exist, although none of them are as brief and focused on the
leader as ours is. The Simulation Team Assessment Tool, while
excellent for research, may be cumbersome in practice, with
94 discrete tasks evaluating multiple domains and not exclu-
sive to the team leader.25 It was validated using raters who re-
ceived 4 hours of training and practice along with very detailed
definitions and was not intended for real-time evaluation. The
Resuscitation Team Leader Evaluation is another tool that was
designed to comprehensively assess resuscitation team leaders
but may similarly be considered unwieldy for real-time use.27

Another instrument was developed to assess clinical performance
during Pediatric Advanced Life Support simulated scenarios.21

This instrument is designed to be used for specific scenarios
and therefore may not be as generalizable as our instrument,
which was applied across a variety of scenarios.

Validation of assessment instruments is increasingly impor-
tant because simulation and assessments guiding feedback are
being used frequently in medical education. It is important to
understand that validation is a continual process, whereby
validity evidence is collected for an intended use. For results
and conclusions to be valid, the validity data must be continu-
ally reassessed with regard to context and application. In a re-
cent article outlining important principles in interpreting and
assessing validity arguments, Cook and Hatala44 conclude that
validation studies gather validation evidence, but one study
will not support all aspects of validity. Rather, it is important
to identify gaps and the context in which the instrument
should be used.

We validated our instrument in the context that it is
intended to be used in, which is real time, “off the shelf”
withminimal rater training. In its current iteration, the instru-
ment is intended primarily as a means of providing formative
feedback. Thus, although the long-term effects of the instru-
ment's use on learner behavior were not assessed, the psy-
chometrics presented previously are adequate to support this
usage, implying an appropriate consequence validity when
applied in formative situations. Applying the instrument

FIGURE 2. The D-study data showing the theoretical effect of changing the number of scenarios or raters in the study on the general-
izability coefficient.

TABLE 3. G-Study Results With the Estimate of Variance Attributable to Each
Component (Person, Rater, and Scenario) and the Interaction of These Components
Variance Component Estimate % of Total Variance

Person 38.3 32.9
Rater 0 0.0
Scenario 1.9 1.6
Person ! scenario 5.4 4.6
Person ! rater 16.3 14.0
Scenario ! rater 19.1 16.4
Error 35.5 30.5
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in more high-stakes scenarios, however, would require addi-
tional study focusing on the relationship between the instru-
ment scores and long-term clinical performance of the
residents assessed.

LIMITATIONS
The major limitation in this study was the use of videos.
Although the videos were required for feasibility of the study,
and were the closest to “real-time” possible, some actions may
have been hard to hear or see simply because of the way they
were recorded. For example, the leader may have “announced
role as leader” before the videotape began. This likely was a
contributing factor to the large percentage of variance attrib-
uted to error in the generalizability study. In addition, the
phrasing of the tool, although concise, may have allowed for
multiple interpretations of the same response options, also
contributing to the error variance. For example, if a leader asked
for input from other team members once during the simula-
tion, a rater may have had difficulty determining whether
they should receive credit for “always” “engaging team mem-
bers in decision making,” or if that would better be classified
as “mostly” or “sometimes.” It may be beneficial to add a few
brief sentences to future iterations of the tool to define the
anchored rating scale so that there is a more cohesive under-
standing of the meaning of each response. Another limita-
tion is that raters were all PEM fellowship directors and
experts in leadership. This may affect the generalizability of
our study, such that nonexperts in leadership may not rate
leaders using the CALM instrument similarly. The small
sample size, with only 16 videos, is also a limitation. Although
the generalizability study was fully crossed (4 leaders, 4 scenar-
ios, and 4 raters), a larger sample size may alter the generaliz-
ability and φ coefficients. This underscores the preliminary
nature of this validation study. In addition, we did not gather
learner feedback regarding the usefulness of the formative data
provided by the instrument. This will be a key area of further
research, because such data are needed to support the instru-
ment's stated purpose.

CONCLUSIONS
These results provide initial evidence to support the validity of
the CALM instrument as a reliable assessment instrument
that can guide the provision of formative feedback to leaders
of pediatric simulated resuscitations. Although further vali-
dation data is needed, we recommend the initial usage of the
instrument in this manner and offer it to the simulation
community in the hope that it assists facilitators to shape
their learners' future crisis resource management practice.
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